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Abstract—Neuromorphic photonics has turned into a key research area for enabling neuromorphic computing at much higher data-rates compared to their electronic counterparts, improving significantly the (Multiply-and-Accumulate) MAC/sec. At the same time, time-series classification problems comprise a large class of Artificial Intelligence (AI) applications where speed and latency can have a decisive role in their hardware deployment roadmap, highlighting the need for ultra-fast hardware implementations of simplified Recurrent Neural Networks (RNN) that can be extended in more advanced Long-Short-Term-Memory (LSTM) and Gated Recurrent Unit (GRU) machines. Herein, we experimentally demonstrate a novel Photonic Recurrent Neuron (PRN) for classifying successfully a time-series vector with 100-pssec optical pulses and up to 10Gb/s data speeds, reporting on the fastest all-optical real-time classifier. Experimental classification of 3-bit optical binary data streams is presented, revealing an average accuracy of >91% and confirming the potential of PRNs to boost speed and latency performance in time-series AI applications.
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I. INTRODUCTION

NEUROMORPHIC photonics has experienced a recent surge of interest during the last few years, raising expectations for neuromorphic hardware that can perform directly in the optical domain at orders of magnitude higher data rates compared to the corresponding electronic solutions [1]. This can yield higher MAC/sec computational speeds that can subsequently translate into important energy and area efficiency gains, taking also advantage of the rapid progress experienced in photonic integration [2], [3]. This reality has stimulated the deployment and demonstration of a whole new class of optical modules for use as basic building blocks in photonic artificial neurons, including optical weighting units [4]–[9] and non-linear activation functions [10]–[14], leading also to innovative neuromorphic photonic architectures [15]–[23] and training processes [24]–[27]. The main emphasis in this effort has so far relied on feed-forward [15], convolutional [22] and spiking [17] neural network layouts, with experimental demonstrations typically restricted to proof-of-principle validations that are subsequently utilized in true application scenarios by means of ex-situ benchmarking procedures [9], [15], [28], where offline post-processing of the data is required. RNNs, which form typically the cornerstone of all necessary Deep Learning (DL)-based time-series analysis applications are still attempting their very first elementary steps in migrating to their optical version. To this end, a large set of speed- and latency-critical time-series applications like pattern classification, forecasting, text processing, natural language processing, finance applications and routing address identification, have only been partially addressed in the optical landscape, mainly through photonic Reservoir Computing (RC) schemes [18]–[21]. However, RC circuits are well-known as a special class of recurrent networks that is not used in the AI field and can’t migrate to advanced LSTM and GRU machines. On top of that, time-series analysis and classification through photonic RC has been so far addressed only via ex-situ post-processing of the data, where the weighting stage is realized in the electrical domain. As a result, RC classifiers cannot translate the low-latency and high-speed credentials of optics into tangible real-time advantages in the AI application segment. Furthermore, the speed and latency performance for this type of problems in electronic layouts is defined by the overall speed and latency values supported by the underlying electronic hardware employed. As such, the use of a Tensor Processing Unit (TPU) or Graphic Processing Unit (GPU) results in speeds that range between a few hundreds of MHz up to a few GHz [2], [3], while the use of analogue neuromorphic layouts allows for much lower speed credentials that can hardly exceed a few tens of MHz [29]–[31]. In both cases, latency goes into the msec regime.

In this work, we experimentally demonstrate for the first-time, to the best of our knowledge, an all-optical PRN that provides successful time-series classification directly in the optical domain and at speeds up to 10Gb/s, without requiring any post-processing since the weighing is realized in the optical domain as depicted in Fig. 1(a). The proposed all-optical PRN comprises a novel space rotator module followed by a neural classifier formed by a sigmoid activation element incorporated...
into a recurrent feedback loop. The role of the space rotator is to transform the incoming optical time-series vector in order to reside within the first quadrant of the corresponding coordinate system, where the optical neural classifier can be successfully applied for classifying the input sequence. The employed space rotator benefits from a trainable rotation mask that is kept constant during inference. Successful time-series classification has been experimentally presented for a 3-bit data sequence with 100psec-long optical pulses and for both a Return-to-Zero (RZ) modulation scheme at 3.3Gb/s as well as a Non-Return-to-Zero (NRZ) format at 10Gb/s, revealing an average accuracy of >90%.

II. CODING SCHEME & PRN ARCHITECTURE

The layout of typical all-optical recurrent neuron is illustrated in Fig. 1(a). The N inputs $x_1,…,x_n$ are weighted in the optical domain by the means of optical attenuators that apply the corresponding weighting value $w_1,…,w_n$. Then, weighted summation of input signals is forwarded into the photonic Activation Unit (AU). One copy of the output signal is weighted by the weighting value $w_i$ and summed with the input signals, realizing in this way the recurrent loop of the photonic neuron. The second copy of the optical signal forms the output of the photonic neuron $y_{out}$. A special class of RNNs known as RC is depicted in Fig. 1(b) The N inputs $x_1,…,x_n$ are multiplied by a periodic mask signal with a period $\tau$ before entering the Non-Linear (NL) element to realize the $\theta$-spaced N virtual nodes. Then, the optical signal of each node is converted to electrical domain to perform the network training and apply the corresponding weights. The summation of these electrical signals forms the output of the RC $y_{out}$, with every experimental demonstration of RC being relied on offline training [18]–[21].

RC circuits can be classified as having lower hardware complexity compared to RNNs, with their main advantage being the virtual nodes as well as the arbitrary weight configuration within the reservoir. However, RC circuitry is facing severe difficulties in scaling to higher complexity neural networks of increased functionality, like LSTM and GRU models, and this forms also the main reason for not having been still established in widely adopted, powerful DL architectures. On the other hand, RNN layouts allow for weighting and activation schemes similar to state-of-the-art DL networks, facilitating the adoption of powerful DL training techniques and their migration to more complex neural networks. Their compatibility with DL frameworks enables the acceleration of state-of-the-art applications, suggesting that the realization of all-optical RNN can pave the way towards all-optical LSTM and GRU modules while ensuring interoperability with well-known training models in a broad and diverse range of applications. Migrating from a single optical RNN into an optical LSTM or GRU requires of course additional sigmoid or tanh neural layers together with some gating mechanism to be incorporated, which have been already reported as constituent building blocks to operate in the all-optical domain [10]. Taking also into account that noise-resilient training methods are already extensively and successfully researched for all-optical RNNs with DL-compatible activations [24],[25], the introduction of all-optical RNNs into realistic AI applications like time series classification is expected to strengthen the credentials of optics towards penetrating the rich library of LSTM and GRU models.

The layout of the proposed PRN is illustrated in Fig. 2(a). The PRN comprises a space rotator and a photonic recurrent neuron, which in turn includes a weighting bank and the optical sigmoid activation unit reported in [10] incorporated into a fiber loop in order to enable the recurrent capabilities of the deployed neuron. The time-series $x_t$ and the rotation mask $m_t$ are both forwarded as input signals into the space rotator unit, providing at its output a rotated version $\tilde{x}_t$ of the input time-series $x_t$ that

---

**Fig. 2.** (a) Layout of the proposed PRN, (b) the original sample space that supports hyperplanes only with positive parameters and (c) the transformed sample space, where the input sample space is rotated.
equals:
\[ \tilde{x}_t = g(x_t) = 1 - x_t \]  \hspace{1cm} (1)

with \( g \) denoting the transfer function of the space rotator.

The rotated time-series \( \tilde{x}_t \) gets then weighted by the input weight value \( w_{in} \) and is then multiplexed with the weighted recurrent signal \( w_{r}y_{t-1} \) that equals zero at \( t=0 \), with \( y_{t-1} \) comprising the recurrent signal and \( w_r \) the weight of the recurrent signal. The summed output of the weighting bank \( u_t = \tilde{x}_t w_{in} + y_{t-1} w_r \) is then injected into the sigmoid activation unit, where a bias signal \( b \) is additionally applied so that the output signal of the activation unit equals \( y_t = f(u_t + b) \), with \( f \) denoting the transfer function of the sigmoid activation unit [10]. This signal is then split into 2 identical signals with the first copy providing the output of the PRN and the second signal being injected into a feedback loop so as to get weighted by \( w_r \) and delayed by \( \Delta t=1 \) in order to realize \( y_{t+1} \). The weighted recurrent signal \( w_{r}y_{t+1} \) is then multiplexed with the next instance of the weighted time-series \( w_{in} \tilde{x}_t \) prior reentering the activation unit, so that finally the output of the proposed PRN is governed by the following equation:
\[ y_t = f(\tilde{x}_t w_{in} + y_{t-1} w_r + b) \]  \hspace{1cm} (2)

with \( w_{in} \) and \( w_r \) values ranging both within \([0,1]\). Before launching a new time-series into the PRN, the recurrent feedback from the previous signal will be discarded by resetting the PRN using the reset signal \( r \).

The space rotator module is responsible for rotating the time-series input vector so as to reside on the first quadrant of the corresponding coordinate system, where the subsequent optically implemented neural classifier can be successfully applied for classifying the input sequence. Its role comes to safeguard the successful operation of an all-optical neuron where only positive weight and input signal values can be applied, which is typically encountered when all-optical nonlinear elements are used as high-speed activation modules.

As such, the rotation of the space rotator module when only positive weight values \( w_r \) and \( w_{in} \) are used would constrain the number of patterns that can be classified to the ones that can be separated using hyperplanes with positive parameters. To better understand this, consider a two-dimensional case, shown in Fig. 2(b). If only positive weights are used, then only negative slope decision boundaries can be implemented by the deployed neuron, the corresponding decision boundary is described by:
\[ y_{t-1} = -\frac{w_{in}}{w_r} x_t + \left( -\frac{b}{w_r} \right) \]  \hspace{1cm} (3)

To overcome this hurdle, we propose the rotation function \( g(x_t) \) that rotates the sample space by transforming the input data. Without loss of generality, we assume that \( 0 \leq x_t \leq 1 \), which can be achieved simply by normalizing the input data, as frequently done in most AI applications, and that \( 0 \leq y_t \leq 1 + \epsilon \), which is also satisfied by definition, since a sigmoid activation function is used (\( \epsilon \) refers to a small positive value).

If the data can be separated using positive weights, then the deployed neuron could be used without any transformation, otherwise the input must be appropriately transformed. Let us consider two possible cases. First, assume that \( w_{in} < 0 \). Then, note that the neuron’s response can be calculated as \( u_t = \tilde{x}_t w_{in} + w_{r} y_{t+1} \). By also shifting the data \(-x_t\) back to the \(0..1\) interval, i.e., setting up the correct rotation axis, the following response function is obtained:
\[ u_t = \tilde{x}_t (-w_{in}) + y_{t-1} w_r + (b + w_{in}) \]  \hspace{1cm} (4)

and all the weights are now positive (recall that \( w_{in} < 0 \)). The case when \( w_r < 0 \) can be similarity handled by observing that in (3) only one of the \( w_{in} \) and \( w_r \) needs to be negative. Thus, the data can be always appropriately rotated to ensure that only positive weights will be required to separate them. Note that having a positive bias is not crucial, since the data can be always separated, even when \( b = 0 \), by setting the appropriate output recognition threshold. The proposed feature space rotation approach is depicted in Fig. 2(c). Note that after rotating the data, the decision surface can separate the data without using any negative weights. Moreover, the proposed method requires no changes to the training process, since it can be directly applied after training to the neuron, just by changing the sign of the negative weights, applying the transformation \( g(\tilde{x}_t) \) to the corresponding inputs and setting then the new bias, as described by (4). The proposed rotation scheme can be also dynamically adapted, i.e., change through time by changing the rotation mask \( m_t \) without requiring to retrain the PRN.

III. ALL-OPTICAL 3-BIT TIME-SERIES CLASSIFICATION EXPERIMENT

A. Training of the PRN

The experimental validation of the all-optical time-series classification using the proposed photonic neuron has been carried out for three-symbol binary time sequences, where both the input and mask vectors comprise binary digits “0” and “1” with a pattern length of three bits. The PRN including the weighting bank and the fiber-loop-incorporated activation unit was trained to identify and classify the pattern “111”. The proposed PRN was trained and evaluated for 3-bit pattern recognition problems using a dataset that was created after

Fig. 3. Experimental setup used to validate the classification of 3-bit RZ & NRZ time-series through the proposed PRN as well as the functionality of the space rotator.
generating all the possible 3-bit sequences. Then, one of them was selected as the “targeted” bit pattern and the PRN was configured to detect that pattern. The bits were fed sequentially into the PRN, the loss function was applied only at the last training step (where the output of the neuron was read), while the PRN was trained using the backpropagation through time method [32]. Note that the backpropagation through time algorithm was used for training the networks, which allows for efficiently training networks with more than one hidden layers, as well as for multiple recurrent steps [32]. The squared loss function was employed for training the neuron:

$$\mathcal{L} = \sum_{t=0}^{N} (y_{iT} - l_t)^2,$$

where $y_{iT}$ denotes the output of the neuron at the $T$-th (final) step when presented with the $i$-th training bit sequence, $l_t$ is the training target (1 for the desired pattern, 0 for the rest of them) and $N$ is the number of samples in the batch. Note that a sample refers to a 3-bit pattern, while a batch refers to $N$ such samples. Using large batches allows for accelerating the training process. For the conducted experiments, where the pattern of 3-bits was used, $N=9$ (all the samples were used for each iteration) and $T=3$ (the whole bit pattern was fed to the neuron before reading its output). The Adam algorithm with a learning rate of $\eta=0.0001$ (selected using line search to avoid slowing down the training process and ensure its smooth convergence) was used for the optimization [33], while the optimization ran for 10,000 iterations. It is worth noting that all the networks were trained using the PyTorch framework, in order to employ GPUs to accelerate the training process. However, instead of using regular neurons, we implemented the transfer functions of all the photonic components using the PyTorch framework, which allowed us to train the neurons by simulating their actual behavior when implemented on photonic hardware. Furthermore, the same training procedure can also be applied for larger bit sequences, since state-of-the-art GPUs and TPUs can support the training of models that require long sequences or multi-dimensional data.

**B. Experimental setup of the space rotator & PRN**

The experimentally implemented setup of the PRN is depicted in Fig. 3 and its performance was evaluated with every bit being represented by a 100-ps optical pulse beam, both when an RZ as well as when an NRZ modulation scheme at 10Gb/s was employed. The Signal Generation Unit was responsible for generating the required signals that have been used for the experimental evaluation, with the sequence of 3-bit-long rotation mask $m_t$ signals being imprinted on $\lambda_0$ and the sequence of 3-bit-long input vector $x_t$ imprinted on $\lambda_2$. Moreover, an optical clock signal with 100-ps optical pulses was generated at $\lambda_1$ that was responsible for carrying the result of the rotating function between the mask and the input time vector, while an additional signal carried by $\lambda_3$ had the role of the reset signal, denoting the end of every 3-bit input sequence. By employing binary signals for both the rotation mask and the input time vector, the output of the binary space rotator is equal to zero only when the corresponding bit of the rotation mask $m_t$ and the time-series $x_t$ are equal, yielding an optical pulse at its output in any other case.

The space rotator was realized by means of a SOA-MZI that employed a CW optical beam at $\lambda_1$ as its input signal, an optical signal denoted as rotation mask $m_t$ signal at $\lambda_0$ and an optical binary signal at $\lambda_2$ as its input time-series vector $x_t$. Both the $m_t$ and $x_t$ optical signals were launched as control signals into the respective SOAs of the two SOA-MZI branches through SOA-MZI ports A and D, respectively, with the presence of the mask $m_t$, resulting in the successful operation of the SOA-MZI module as space rotating element whose output is governed by the equation (1). The space rotator output was imprinted on $\lambda_1$ that was subsequently launched into the weighting bank module, after being filtered in an Optical band-pass Filter (OF) with a 3dB-bandwidth of 0.8nm. This signal was then weighted by $\omega_{in}$ in a variable optical attenuator prior being multiplexed with the optical recurrent signal in an optical wavelength multiplexer (MUX). The MUX output enters then the all-optical sigmoid activation function after being attenuated in a variable optical attenuator to realize the bias of the neuron and then getting split into 2 identical copies that are both injected into the SOA-MZI as control signals via the respective SOA-MZI ports A and H. The sigmoid activation unit is identical to the one demonstrated in [10] and has been realized by a deeply-saturated differentially-biased SOA-MZI followed by an SOA operating as Cross-Gain Modulation (XGM) gate in its small-signal gain regime. Two laser beams at $\lambda_a$ and $\lambda_b$ are forwarded into the SOA-MZI as the input and the auxiliary beam, respectively. The SOA-MZI output provides a clipped inverse copy of the control signal that gets imprinted on $\lambda_a$, which is subsequently combined with the reset signal carried by $\lambda_b$ and then jointly forwarded as a control signal into the SOA along with another CW laser beam at $\lambda_c$ that serves as the SOA input signal. The XGM operation carried out within the SOA yields an inverse copy of the signal carried by $\lambda_a$ to be imprinted on $\lambda_c$, and to emerge at the SOA output, resulting in this way to a SOA output that follows a sigmoid response with respect to the optical signal emerging at the MUX output.

The SOA output was then filtered by a 0.8nm OF centered at $\lambda_c$ and was split into 2 identical signals, with the first one being injected into a photodiode for being captured and analyzed in a Keysight DSOZ632A RTO with 33GHz bandwidth and 80GSa/s sampling rate. The second signal constituent was fed into a fiber-based feedback loop that comprises a fiber length of 61m and an optical delay line (ODL), so as to introduce a time delay of $D=T\times(N\times K - 1)$ bits, with $T$ denoting the bit period, $K$ representing the number of bits contained within a signal period, and $N$ being an integer. During the experimental evaluation of the RZ and the NRZ formats the K was 40, the $T$ was equal to 300ps and 100ps, respectively, resulted in an $N$ equal to 27 and 71, respectively. The delayed signal was then amplified by means of an Erbium-doped fiber amplifier (EDFA) and then was forwarded into the weighting bank, effectively forming the $y_{t-1}$ recurrent neuron signal that was subsequently weighted by $\omega_r$ via a variable optical attenuator prior being multiplexed with the respective weighted $x_t$ signal in the optical multiplexer. Note that the photonic recurrent neuron comprising the weighting bank and the sigmoid function comprises...
activation unit incorporated in the fiber loop was trained to perform successful recognition of the bit pattern $\bar{x} = \{111\}$, having weight values equal to $w_1=10.7 \, \text{dB}$ and $w_2=5.5 \, \text{dB}$, as suggested by the software-based training process. The configuration of attenuators has been realized with an error of $\pm0.01 \, \text{dB}$, determined by the respective resolution capabilities of the employed VOA modules.

C. Experimental results

The optically implemented functionality of the space rotator and the recurrent neuron when operated as individual units can be identified in Fig. 4, which depicts their optical outputs together with the respective inputs when injecting indicative RZ waveforms with 100-ps long pulses. Figure 4(a) shows an indicative waveform with analog pulse amplitude values that is inserted into the space rotator module as one of the two control signals, with the pulse amplitude value corresponding to the $x_t$ input series vector. Figure 4(b) shows the respective output of the space rotator when using a constant DC power level as the second control signal of the space rotator, i.e. when a constant “1” is employed as the rotation mask. As can be clearly identified, the space rotator optical output yields the result of the $g(x_t) = (1 - x_t)$ mathematical expression, with the red arrows in Figs. 4(a) and 4(b) depicting two clear examples on how a pulse amplitude of $x_t$ gets transformed onto a power level of 1-$x_t$ at the output. The functionality of the recurrent neuron can be confirmed by means of Figs. 4(c) and 4(d), which illustrate an optical pulse stream used as incoming time-series vector into the photonic recurrent neuron and the corresponding optical pulse stream obtained at the neuron’s output, respectively. As can be seen, the recurrent neuron can successfully and in real-time identify the presence of three successive ‘1’s within a bit sequence that includes all possible 3-bit long word combinations, emitting a clearly stronger optical pulse at the neuron output when the third successive “1” enters the neuron.

The experimental evaluation of the space rotator has been realized by feeding the space rotator with CWs at $\lambda_1=1553.6 \, \text{nm}$, $\lambda_2=1548.7 \, \text{nm}$, $\lambda_3=1547.4 \, \text{nm}$ and $\lambda_4=1549.3 \, \text{nm}$. An analog RZ time-series signal $x_t$ of four discrete power levels comprised of 100-ps pulses, $T=300 \, \text{ps}$ symbol period and 4-nsec signal period was injected into the port D of the space rotator having the role of time-series signal $x_t$. The rotation mask signal $m_t=\{1\}$ and the input signal has been realized by disabling the corresponding AWG channels to produce 2 separate CWs that have been forwarded into port A and B, respectively. The analog NRZ time-series signal $x_t$ has been produced with $T=100 \, \text{ps}$ symbol period and 600-ps signal period, having also four different power levels as in the RZ case. The optical peak power levels for the optical signals entering the space rotator were 2.7dBm, -0.2dBm and 3dBm, measured at the ports A, B and D, respectively. SOA1 and SOA2 were driven by a DC current of 280mA and 300mA, respectively.

Real-time time-series classification operation when cascading the recurrent neuron to the space rotator, as depicted in Fig. 3, and using 100-ps long optical pulses within a bit-period of $T=300 \, \text{ps}$ for the optical rotation mask $m_t$, input time-series $x_t$ and input clock signals, are shown in Fig. 5(a)-(j). Figure 5(a) illustrates the bit time-series $x_t$ that contains all the 8 different 3-bit pattern combinations between “000” and “111”, while the clock and the rotation mask $m_t$ signals have a periodic content of “1110” and “X_1X_2X_30”, respectively. When a mask signal of $m_t=000$ is used, the output of the space rotator is identical to the input signal $x_t$ of Fig. 5(a), as shown in Fig. 5(b), and the PRN has the role of identifying the incoming bit sequence of “111”. The corresponding PRN output is illustrated in Fig. 5(c), clearly revealing that the highest amplitude output pulse emerges at the end of the “111” input time vector, indicating successful all-optical recognition of this specific bit pattern. The red line in Fig. 5(c) illustrates the respective software-obtained output of the software-trained PRN that provides almost a perfect matching with the corresponding experimentally obtained waveform. Figures 5(d)-(f) depict respective experimental results when the bit pattern “110” has to be identified by the PRN within the sequence of the input time vector. In this case, the input time-series of Fig. 5(d) is identical to the input sequence of Fig. 5(a), but the rotation mask used equals now $m_t=001$. In this way, the space rotator output, depicted in Fig. 5(e), has transformed the incoming “110” $x_t$ bit pattern into a sequence of “111”, which can be now again successfully recognized by the photonic recurrent neuron yielding the highest amplitude pulse across the entire PRN output sequence, as illustrated in Fig. 5(f). When the “100” input bit sequence has to be recognized, then a mask pattern of $m_t=001$” is used for transforming the incoming $x_t$ time vector and the respective results are shown in Figs. 5(g)-(i). Figure 5(g) illustrates the sequence of the 8 different combinations of the input time vector $x_t$, while the space rotator output is illustrated in Fig. 5(h). As can be seen, the “100” input bit pattern has been successfully transformed into “111”, which is then again successfully recognized by the recurrent neuron providing the highest amplitude optical pulse at the PRN output, as shown in Fig. 5(i).

Successful 3-bit string recognition has been also performed when using NRZ optical pulses at 10Gb/s, demonstrating the highest operational speed reported so far among recurrent neural network implementations. Figures 5(j)-(l) illustrate the
obtained results for the NRZ bit sequence classification process when a mask of \( m_t = \text{"000"} \) is employed, implying that the 3-bit sequence of “111” has to be identified by the PRN and the space rotator output will contain a bit pattern that is identical to the incoming time-series \( x_t \), as shown in Fig. 5(k). Figure 5(l) illustrates the respective PRN output overlaid with the corresponding output of the software-based task execution, clearly revealing that the highest amplitude pulse above the dashed-line threshold is obtained at the end of the “111” sequence and that almost perfect matching with the software-obtained results is accomplished.

The wavelengths of the laser beams used for feeding the sigmoid activation unit were \( \lambda_4 = 1551.1\text{nm} \), \( \lambda_5 = 1546.3\text{nm} \) and \( \lambda_6 = 1550.1\text{nm} \). The optical peak power levels for the optical signals entering the space rotator during the PRN operation as 3-bit classifier were 2.7dBm, -1dBm and 1.2dBm, measured at the ports A, B and D, respectively. The corresponding peak power levels of the optical signals entering the SOA-MZI module of the sigmoid activation element were 7dBm, 2.2dBm, 3dBm and 6dBm at the SOA-MZI ports A, C, D and H, respectively. The reset signal, the output of SOA-MZI and the CW laser beam at \( \lambda_6 \) were launched into the SOA with a peak power of -7dBm, -6dBm and -9dBm, respectively. SOA1, SOA2, SOA3, SOA4 and SOA5 were driven by a DC current of 240mA, 260mA, 254mA, 278mA and 280mA, respectively.

The 3-bit classification accuracy for both the 300psec bit-period and the 10Gb/s NRZ bit sequences has been measured by capturing the respective PRN output time traces at the Real-Time Oscilloscope (RTO) and processing the captured information via a PC. The corresponding results are depicted in the bar charts of Fig. 5, with Fig. 6(a) showing the accuracy for all 8 possible bit combinations when an optical pulse stream with 300psec bit-period is employed and Fig. 6(b) illustrating the respective accuracy bars when a 10Gb/s NRZ optical bit stream is used. Figure 6(a) reveals an average accuracy of 91.12% with a standard deviation of only 0.78%, with the lowest and highest values being 90% and 92.7% and corresponding to identified bit patterns of “110” and “111”, respectively. Similar results were obtained for all possible 3-bit combinations also in the 10Gb/s NRZ case, as shown in Fig. 6(b), where the average accuracy was found to be 90.13% with

![Fig. 5. Time traces from the experimental evaluation of 3-bit RZ time-series classification with space rotation mask: (a)-(c) \( m_t = \text{"000"} \), (d)-(f) \( m_t = \text{"001"} \) and (h)-(j) \( m_t = \text{"011"} \). (k)-(m) present experimental results for a mask of \( m_t = \text{"000"} \) using NRZ data. y-axis scale: (2.90mV/div), (a)-(j) x-axis scale:(980psec/div), (k)-(m) x-axis scale: (500psec/div).](image)

![Fig. 6. Bar chart that depicts the measured accuracy for the 3-bit time-series classification task with (a) RZ and (b) NRZ patterns.](image)
a standard deviation of only 0.68%. Lowest and highest accuracy values were measured to be 89% and 91.08%, corresponding to the 3-bit strings of “100” and “111”, respectively. For both formats, the OSNR was equal to 11.2dB.

D. Accuracy measurement techniques

The PRN output signal was captured and analyzed in a Keysight DSOZ632A RTO with 33GHz bandwidth and 80GSa/s sampling rate. For the accuracy measurements in all possible 3-bit classification experiments, a total number of 80,000 samples was recorded by means of the RTO and was then subsequently inserted into an in-house developed Python software code. The software calculated the local maxima of each symbol resulting in its peak power value. This peak value has been compared with the threshold value that was estimated manually, taking into account the visual representation of the corresponding time trace. After the first waveform capture, another one has been performed in order to fine tune the threshold according to the number of errors that occurred above and below of it, targeting in equal distribution of errors. Thus, the final accuracy measurement has been performed on the third capture. It should be mentioned that the post processing of the results has been performed in order to set a threshold and measure in this way the accuracy of the classifier, without applying any offline training techniques similar to RC.

IV. DISCUSSION

Given that all components being required for the PRN layout can be available as integrated photonic modules, the proposed 3-bit time-series classifier can be fully compatible with available photonic integration platforms and can be eventually deployed as fully integrated photonic circuit, being capable of recognizing any incoming 3-bit pattern and ultimately yielding identification of a complete time series that comprises by 3-bit words. Figure 7(a) illustrates a potential integrated layout of the proposed architecture, where an 1-to-8 optical splitter is used at its front-end to broadcast 8 identical copies of the input 3-bit sequence to respective 8 PRN modules, with every PRN module being configured for operation with a different 3-bit rotation mask. Correlating then the outputs of all 8 PRN modules with the respective time slots where every PRN produces a successful classification outcome, the complete incoming time series can be identified and decoded. Figure 7(a) shows in more detail the case when the time series “001 111 101…” is injected into the 3-bit classification processor, depicting also the successful pulse generation at the PRN#2 output when the preceding “001” bit sequence enters the processor.

Figure 7(b) presents a close-up view of an integrable single PRN. The brown sections correspond to the passive components including tunable symmetric and asymmetric MZIs that are used for implementing the optical filtering and weighting functions required in the PRN. The yellow segments designate the areas where the active non-linear optical elements have to be incorporated for equipping the circuit with the mathematical operations required both in the space rotator and the sigmoid activation unit. In the case of employing the InP monolithic integration platform [34], SOAs and SOA-MZIs can be directly employed also in the integrated version of the PRN and the 3-bit classifier, presumably yielding a PRN that consumes more than 3 Watts when taking into account that each SOA requires close to 600mW. A more compact and lower energy consumption chip-scale layout can be, however, accomplished if migrating to the silicon photonics integration platform and adopting InP-on-Si photonic crystal devices for replacing the SOA-based nonlinear functionalities, taking advantage of the footprint and energy efficiency of silicon photonics over InP monolithically integrated passive and active phase tuning structures as well as of the InP-on-Si photonic crystals (PhC) over SOAs. InP-on-Si photonic crystal switch and injection-locked laser technology [35] can serve as the space rotator and sigmoid activation elements, respectively, having been demonstrated to perform at 10Gb/s with energy efficiencies as low as 15.1fJ/bit and 13.5fJ/bit, respectively. This suggests that a complete PRN where the space rotator is accomplished via a single InP-on-Si PhC switch and a sigmoid activation module via an InP-on-Si switch followed by an injection locked InP-on-Si laser unit could possibly operate at 10Gb/s with a total power consumption of only ~450uW, yielding an overall energy efficiency of only ~225 fJ/bit.

The deployment of more sophisticated classification tasks will require the implementation of a photonic RNN with gated mechanism as has already been demonstrated in [36]. This layout resembles the Minimal Gated Unit (MGU) functionality of [37], allowing the deployment of financial prediction tasks as well as text recognition and natural language processing with an accuracy similar to LSTMs and GRUs [36]. Regarding the recurrent iterations of each neuron, we believe that the regenerative properties of the differentially-biased scheme will allow for 6 iterations at least. The data rate of the SOA-based PRN can be further increased to 40Gb/s by operating the SOA-MZIs in a differentially biased configuration [38] and all the SOAs being operated in the deeply saturated regime [39], [40]. Finally, the number of inputs for each SOA-based neuron can scale up to 32 [41].

Fig. 7. Schematic layout of a possible integrated version of (a) an all-optical 3-bit classification processor and (b) an individual integrated PRN.

V. CONCLUSION

This work presents time-series classification at the highest operational speed reported so far without employing any off-
line post-processing underlying on novel a 10Gb/s photonic recurrent neuron. We demonstrate experimentally successful 3-bit optical time-series recognition at 3.3 and 10Gb/s for RZ and NRZ formats with an average accuracy of 91.12% and 90.13%, respectively. The PRN relies on an all-optical space rotating module followed by an all-optical sigmoid recurrent neuron, enabling successful classification process with optical power signals and weight values that extend only along the range of positive values, overcoming in this way the extra complexity and circuitry associated with negative number representation in all-optical neural network deployments [4]. This solution offers the first ever reported photonic recurrent neural network application over time-series vectors offering real-time classification, taking the first important step towards the deployment of more sophisticated recurrent layouts such as LSTMs and GRUs at much higher operational speeds compared to their electronic counterparts.
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